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ABSTRACT 

Aspect-Based Sentiment Analysis (ABSA) finds aspect terms in text and calculates the sentiment polarity for each 

aspect to offer fine-grained opinion mining. Real-world applications are still difficult because of contextual ambiguity, 

overlapping aspect expressions, domain-specific language, and noise in user-generated content, even though deep 

learning techniques have significantly improved ABSA performance. Strong contextual representation learning has 

been shown by transformer-based language models, especially Bidirectional Encoder Representations from 

Transformers (BERT). However, traditional fine-tuning techniques frequently rely only on the final hidden layer, 

which might not produce the best representations for aspect-level tasks. In order to improve domain-independent 

ABSA, this research suggests a context-aware deep learning feature extraction system based on BERT. By using a 

weighted layer pooling strategy to take advantage of multi-layer BERT representations, the suggested method enables 

the model to include linguistic data from various abstraction levels. To improve contextual aspect representations, an 

attention-based feature refinement module is also utilised. The suggested approach increases aspect extraction 

accuracy, lowers susceptibility to noisy inputs, and effectively generalises across domains, according to extensive 

studies carried out on several benchmark datasets. The findings verify that BERT-based context-aware feature 

extraction is appropriate for scalable and domain-independent ABSA systems. 

1. Introduction 

Aspect-Based Sentiment Analysis (ABSA), which enables in-depth examination of viewpoints expressed in online 

reviews, consumer feedback, and social media content, has emerged as a key task in natural language processing 

[1][2]. ABSA concentrates on identifying particular elements and figuring out the sentiment expressed towards each 

aspect, in contrast to conventional sentiment analysis techniques that provide a single polarity label to an entire 

document or sentence [3][4]. For applications like market analysis, recommendation systems, and customer 

experience management, this fine-grained viewpoint offers more useful insights. 

Even with deep learning methods success ABSA is still difficult in practical situations. Semantic overlap, in which 

various lexical terms (such as "battery life" and "power backup") may refer to the same thing, is a significant problem. 

Because the sentiment attached to an element frequently depends on the surround ding context, contextual ambiguity 

makes the task much more difficult. Furthermore, loud and informal language in user-generated text negatively 

impacts model robustness, and domain-specific variance restricts the transferability of models trained on a particular 

domain [5]. 

.A potent pre-trained language model that can capture bidirectional contextual dependencies is called Bidirectional 

Encoder Representations from Transformers (BERT). A task-specific output layer is added to the final hidden 

representation in the majority of downstream applications to refine BERT. Nevertheless, BERT is made up of several 
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transformer layers, each of which encodes a different level of linguistic information [6][7]. Higher layers concentrate 

on task-agnostic semantic abstractions, intermediate layers encode contextual linkages, and lower layers record lexical 

and grammatical patterns. Therefore, for aspect-based sentiment tasks, depending solely on the last layer may limit 

the expressiveness of the learnt representations. According to recent research, intermediary BERT layers frequently 

offer more discriminative and transferable properties for downstream applications. Inspired by this finding, this work 

presents a weighted layer pooling technique that builds richer contextual representations by combining concealed 

states from several BERT layers [8]. The model dynamically highlights the most informative representations for 

ABSA by giving each layer learnable weights. Additionally, aspect-specific contextual interactions are improved 

through the use of an attention-based feature refining module 

2. Literature Review 

 

• BERT for Sentiment Based on Aspects In order to facilitate domain-independent ABSA, we present a BERT-

based context-aware feature extraction system in this research. This paper makes three main contributions: (1) the 

incorporation of weighted layer pooling to take advantage of multi-level BERT representations; (2) the application of 

attention mechanisms to improve aspect-aware features; and (3) thorough testing on several datasets to show improved 

cross-domain generalisation, reduced noise sensitivity, and robustness. For practical ABSA applications, the suggested 

method provides a scalable and efficient solution. 

 

• The application of Bidirectional Encoder Representations from Transformers (BERT) for Aspect-Based 

Sentiment Analysis was investigated by Hoang, Tuan, Pham, and Nguyen (2019). Their research showed that BERT 

improves out-of-domain sentiment classification performance by efficiently capturing contextual word 

representations. The authors obtained competitive results on SemEval ABSA benchmark datasets by fine-tuning the 

pre-trained BERT model with supplementary text creation objectives. In comparison to conventional neural models, 

this work offered preliminary empirical evidence that BERT's deep bidirectional encoding generates richer aspect and 

sentiment representations [9]. 

 

• The contribution of hidden representations in pre-trained BERT models on ABSA performance was 

thoroughly examined by Xu, Liu, Shu, and Yu (2020). Their results showed that while certain self-attention heads 

largely concentrate on domain-level semantics, others exclusively encode aspect-related and opinion-oriented 

information. Instead than depending solely on the final transformer layer during fine-tuning, the authors stressed the 

significance of utilizing multi-layer representations [10] 

 

• To better utilize intermediate BERT layer representations for ABSA, Karimi, Rossi, Prati, and Freitas (2021) 

suggested augmentation modules, such as Parallel Aggregation and Hierarchical Aggregation. Their method showed 

that, when properly aggregated, intermediate transformer layers collect important linguistic and contextual 

information that greatly enhances both aspect extraction and sentiment classification [11] 

 

• Abdel wad, Moussa, and Badr (2021) investigated the application of BERT to Aspect-Based Sentiment 

Analysis in Arabic. Their experiments showed that contextualized BERT embeddings consistently outperform static 

word representations such as Word2Vec across multiple domain-specific datasets. This study highlights the 

effectiveness of pre-trained transformer models in supporting fine-grained sentiment analysis for low-resource and 

morphologically rich languages [12] 

 

• Zhang, Li, and Zhou (2024) analysed over 700 ABSA-related studies in a thorough systematic analysis that 

was published in Artificial Intelligence analysis. According to their poll, there has been a noticeable trend toward 

transformer-based architectures and deep learning, with BERT becoming the most popular representation model. The 

authors also pointed out enduring issues with current ABSA techniques, including domain mismatch, dataset bias, and 

generalization constraints [13] 

 

• The efficacy of optimized transformer variations, such as Distil BERT and Roberta, for ABSA tasks was 

investigated by Li, Chen, and Wang (2023). According to their findings, these lighter-weight models dramatically 
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reduce computational overhead while achieving accuracy and F1-score performance that is on par with or better than 

normal BERT models. The adaptability and scalability of transformer-based representations for sentiment analysis are 

highlighted in this work [14]. 

• Drasković, Vasilyevich, Panic, and Marković (2025) used ABSA to extract fine-grained sentiment at the 

aspect level from extensive microblog data. In order to balance local and global contextual information and enhance 

aspect-specific sentiment prediction, they combined BERT embeddings with Context Dynamic Masked (CDM) and 

Context Dynamic Weighted (CDW) layers. Their research shows how well context-aware transformer models handle 

informal social media text. The findings demonstrate the usefulness of hybrid ABSA pipelines for real-world datasets 

by highlighting the predominately negative sentiment across COVID-19-related elements [15] 

 

• A hybrid ABSA framework for Hindi was presented by Singh, Verma, and Gupta (2023). It combines 

linguistic elements like part-of-speech tags with multilingual BERT embeddings. Their findings showed enhanced 

aspect extraction accuracy in low-resource language environments, demonstrating transformer models' versatility and 

the need of integrating linguistic knowledge into deep learning frameworks [16] 

 

• ABSA, Liu, Zhao, and Sun (2024) presented a multi-layer augmented graph convolutional network that 

combines biaffine attention mechanisms with BERT embeddings. Their model improves performance on certain 

ABSA subtasks by efficiently capturing structured aspect-context interactions. This field of study demonstrates how 

graph-based and attention-driven modelling might enhance transformer representations for more profound semantic 

comprehension [17] 

 

3. Problem Statement 

Even while transformers like BERT have been successful in ABSA, a number of issues still exist:  

• Suboptimal representation selection: Because intermediate layers frequently encode important syntactic or 

semantic information, using only the final hidden layer may restrict model performance. CSDN Blog • Domain bias: 

Sentiment models that are optimized for one domain frequently don't perform well when applied to datasets from 

other domains. 

 

•  Text noise and ambiguity: User-generated content degrades performance by introducing misspellings, 

acronyms, and contextual ambiguity. Therefore, to develop a domain-agnostic ABSA model, an effective, context-

rich representation training approach that fully utilizes multi-layer transformer characteristics is required.  

 

4. Proposal Work 

Aspect-Based Sentiment Analysis (ABSA) links opinion statements to particular components inside a sentence in 

order to capture fine-grained sentiment information. Transformer-based models, like BERT, are very useful for this 

purpose since they describe bidirectional token dependencies and produce rich contextualized embeddings. A single 

representation, like the [CLS] token or the final hidden layer, is frequently used in conventional fine-tuning 

techniques, which may not be able to fully utilize the variety of contextual information encoded across several layers. 

Token-level representations are aggregated by context-aware feature extraction approaches, such as pooling and 

attention processes, to provide robust aspect embeddings that are less susceptible to noise, domain-specific 

terminology, and contextual ambiguity. 

The multi-layer architecture of BERT naturally encodes a hierarchy of linguistic information: lower layers capture 

surface-level features, middle layers encode syntactic patterns, and higher layers represent deep semantic content. 

However, fine-tuning usually adds a task-specific output layer to the final transformer layer. The operation of hidden 

layers in the context of BERT for Aspect-Based Sentiment Analysis (ABSA) is depicted in the following diagram. 
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Fig 1: Different layers of BERT. 

The diagram above shows that by capturing a variety of linguistic factors, concatenating BERT's final four layers 

improves performance. Relying just on the last layer may overlook important context since different layers encode 

different information. Richer, more complex token representations are made possible by multi-layer aggregation. This 

method enhances accurate, domain-independent, and semantically aware ABSA. 

5. Working of Hidden Layers in BERT for ABSA for Features Extraction 

 

• Step 1: Input Preparation 

Tokenizing input sentences into smaller words is necessary for BERT, a transformer-based approach. The beginning 

of a sentence and the space between sentences are indicated by the special symbols [CLS] and [SEP]. BERT is better 

able to concentrate on the pertinent portion of the phrase when the aspect term is explicitly included. Segment IDs, 

make attention masks, and convert tokens to IDs. 

Example: Sentence: "The battery life is amazing, but the camera is disappointing “Aspect:  "battery life" Input tokens: 

[CLS] The battery life is amazing, but the camera is disappointing [SEP] battery life [SEP] 

• Step 2: Embedding Layer 

By adding token embeddings, positional embeddings, and segment embeddings, BERT transforms tokens into 

contextual embeddings. This enables the model to comprehend tokens' positions in the sequence as well as their 

meanings. 

𝐸 = 𝐸token + 𝐸position + 𝐸segment, 𝐸 ∈ ℝ𝑛×𝑑 

Where    n = sequence length, and     d = embedding dimension 

• Step 3: Pass Through Transformer Layers 

Each of the "L" stacked transformer layers in BERT has feed-forward networks and self-attention. In this case, lexical 

features are captured by lower layers, syntactic relations are captured by middle layers, and semantic and contextual 

information—which is essential for ABSA to comprehend aspect-specific sentiment—is captured by higher layers 

𝐻(𝑙) = TransformerLayer(𝐻(𝑙−1)), 𝑙 = 1,2, . . . , 𝐿 

Where   𝐻(𝑙) token embedding’s at layer 𝑙. 

Step 4: Extract Token-Level Representations 
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In BERT, the hidden state of each token is a contextualized representation that is acquired via self-attention throughout 

the sentence. The aspect representation for Aspect-Based Sentiment Analysis is calculated by averaging the aspect 

tokens' final-layer embeddings: 

ℎaspect =
1

𝑘
∑ ℎ𝑖

(𝐿)

𝑖∈aspect tokens

 

The special [CLS] token aggregates global sentence information through all transformer layers. Its final hidden state 

represents the sentence-level semantics: 

ℎCLS = ℎ1
(𝐿)

 

Combining ℎaspect  and   ℎCLS   enables effective aspect-specific sentiment prediction 

• Step 5: Context-Aware Feature Aggregation 

Token-level contextual embeddings are combined using pooling techniques to create a fixed-length vector that 

captures the impact of words surrounding the target aspect and provides the entire sentence context. Pooler output is 

the final layer hidden-state of the sequence's initial token (classification token), which is then processed by a Tanh 

activation function and a linear layer. During pretraining, the next sentence prediction (classification) goal is used to 

train the linear layer weights. The pooler receives the final hidden state and returns the pooled output. By setting the 

add pooling layer to False in the model configuration and submitting that to the model, we may deactivate pooler 

outputs. 

Contextualized embeddings for every token generated by the final transformer layer are included in the final hidden 

state output of BERT. Each token representation uses self-attention to encode information from the entire sentence. 

𝐻(𝐿) = {ℎ1
(𝐿), ℎ2

(𝐿), … , ℎ𝑛
(𝐿)} ∈ ℝ𝑛×𝑑 

 

Fig-2: Final hidden state output of BERT. 

The concept behind the [CLS]: Transformers contextual model is that a [CLS] token would have fully captured the 

context and would be adequate for straightforward downstream tasks like classification. Therefore, you can utilize 

[batch, hidden state] for applications like classification utilizing sentence representations. For classification tasks, the 

[CLS] token embedding, which is the first vector of the final hidden state, aggregates global sentence-level semantics. 

ℎCLS = ℎ1
(𝐿) ∈ ℝ𝑑 
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Fig-3: For classification tasks of [CLS] token embedding 

Pooling layers are applied over token embeddings to provide fixed-length sentence representations. Mean pooling 

ignores padding tokens and averages contextual embeddings. 

ℎmean =
∑ 𝑀𝑖𝑖 ℎ𝑖

(𝐿)

∑ 𝑀𝑖𝑖

 

Max pooling selects the most salient feature in each embedding dimension: 

ℎmax[𝑗] = max⁡
𝑖

(ℎ𝑖
(𝐿)[𝑗] ⋅ 𝑀𝑖), 𝑗 = 1,… , 𝑑 

Mean–Max pooling combines global and salient information by concatenating mean and max pooled vectors: 

ℎmm = [ℎmean; ℎmax] ∈ ℝ2𝑑 

Additionally, Conv1D pooling captures local n-gram features by applying convolution over consecutive token 

embeddings followed by max pooling: 

𝑐𝑖 = 𝑓(𝑊𝑐𝐻𝑖:𝑖+𝑘−1
(𝐿) + 𝑏𝑐), ℎconv = max⁡

𝑖
(𝑐𝑖) 

Finally, the pooler output produces a sentence-level representation by applying a linear layer and tanh activation to 

the [CLS] embedding: 

ℎpool = tanh⁡(𝑊𝑝ℎCLS + 𝑏𝑝) 

• Following table is represented that notation, which are used in above para. 

 

Table 1: Notation of formula. 

Notation Meaning Shape Purpose 

ℎ𝑖
(𝐿)

 
Token embedding of token i (last BERT 

layer) 
ℝ𝑑 Contextual representation 

ℎmean Mean pooling of all tokens ℝ𝑑 Sentence-level feature 

ℎmax Max pooling of all tokens ℝ𝑑 Salient features 
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Notation Meaning Shape Purpose 

ℎmm Mean-Max pooling ℝ2𝑑 Rich combined context 

ℎfinal Final feature vector for classification ℝ4𝑑 
Combines sentence, aspect, and 

pooled info 

𝐻𝑖:𝑖+𝑘−1
(𝐿)

 Token embedding’s from i to i+k-1 ℝ𝑘×𝑑 
Local n-gram features for 

Conv1D 

 

• Step 6: Combine Features  

Combining sentence-level, aspect-level, and pooled context embeddings provides a comprehensive feature vector for 

sentiment classification. 

ℎfinal = [ℎCLS; ℎaspect; ℎmm] 

• Step 7: Classification of BERT 

The final feature vector is fed to a fully connected layer (MLP) followed by softmax to predict sentiment toward the 

aspect. 

 

Fig-4: Classification of BERT 
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